Knowledge representation and reasoning (KRR) is a subfield of artificial intelligence (AI) that is concerned with understanding, designing, and implementing ways of representing information in computers so that agents can use that information to reason and solve problems [3]. KRR is central to the entire field of AI [3]. The agents build primarily around this paradigm are often referred to as knowledge-based agents. The central component of a knowledge-based agent is its knowledge base, or KB [1]. A knowledge base is a set of sentences; each sentence is expressed in a knowledge representation language and represents some assertion about the world [1]. Deriving information that is implied by the information that is already present is a form of reasoning [3]. Decision procedures constitute another component of reasoning [9]. A challenge to work in KRR is its complexity; a “minimal” common-sense system must “know” something about cause-and-effect, time, purpose, locality, process, and types of knowledge. It also needs ways to acquire, represent, and use such knowledge [7].

Knowledge can be categorized in many ways. Two characterizations that will be significant to us are declarative/descriptive and procedural knowledge [3]. These types of knowledge can be encoded in many different forms, such as: frame networks, declarative languages (logics), imperative languages (Java, Python, etc.), semantic networks, product rules, neural networks, genetic algorithms, etc. [3]. Each of knowledge representation format has its advantages and disadvantages.

One of the more common methods of knowledge representation is logic. Logic was the dominant paradigm in AI before the 1990s, but it had some drawbacks due to it being deterministic and rule based [4]. Despite these drawbacks it is very expressive and compact [4]. There are several different types of logics, such as: propositional, first-order, second-order, modal, fuzzy etc. [5]. We shall only concern ourselves with propositional and first-order logic. The goals of logical languages are to represent and reason about knowledge in the real world [4], there is a direct relation between the goals of KRR and logical languages. In propositional logic there are propositional symbols and logical connectives (not, and, or, implication, bidirectional implication) [4]. A logical formula compactly represents a set of models where that formula is true [4]; for example, if we have propositional symbols P and Q, then P V Q represents all the worlds where P is true, or Q is true. In the logical paradigm, each sentence in a KB can be thought of as a logical formula that describes a set of models. ]. For logical inferencing using propositional logic our agent can use either modus ponens or resolution [6]. Modus Ponens is sound and complete for propositional logic with horn clause, and resolution is complete for propositional logic in general. Unfortunately, resolution has exponential time complexity while Modus Ponens is linear [6]. But unfortunately, propositional logic is limited in its expressiveness; as a result, first-order logic adds variables, functions, and quantification. First-order logic has two types of quantifiers, universal and existential. The universal quantifier argue that every member of a group meets a condition, and the existential quantifier argues at least one member of a group meets a condition. If we also impose the restriction that there is a one-to-one mapping from object to constant symbol in first-order logic, then the consequence is this idea of propositionalization where first-order logic is just syntactic sugar for propositional logic and as a result we can use any inference algorithm for propositional logic on first-order logic [6].

Logic as a form of knowledge representation may seem very attractive. But, in relation to these systems, some people believe in simple cases one can get such systems to "perform," but as we approach reality the obstacles become overwhelming. The problem of finding suitable axioms–the problem of "stating the facts" in terms of always-correct, logical, assumptions is very much harder than is generally believed [7]. Another formalism for representing knowledge is referred to as a frame. A frame is a data-structure for representing a stereotyped situation, like being in a certain kind of living room, or going to a child’s birthday party [7]. We can think of a frame as a network of nodes and relations [2]. Collections of related frames are linked together into frame-systems. The effects of important actions are mirrored by transformations between the frames of a system [7]. The "top levels" of a frame are fixed and represent things that are always true about the supposed situation. The lower levels have many terminals–"slots" that must be filled by specific instances or data. Each terminal can specify conditions its assignments must meet. (The assignments themselves are usually smaller "sub-frames.") Simple conditions are specified by markers that might require a terminal assignment to be a person, an object of sufficient value, or a pointer to a sub-frame of a certain type. More complex conditions can specify relations among the things assigned to several terminals [2, 7]. A frame's terminals are normally already filled with "default" assignments [7]. The frame system supports the so-called closed world inferring paradigm, where all facts that are presented in the system are true. If some fact is not presented, that means that it is untrue. It allows avoiding errors in inferring mechanism related to the knowledge representation format [2]. Other formats as, for example, ontology, may support the open-world paradigm, where all facts that are not presented may also be true [2].

A frame-based knowledge base is one of the typical models or a part of such models for knowledge representation in expert and decision- making systems [2]. For example, in [8] the authors developed a question answering (QA) system using a textual KB constructed from a biology textbook, and in [9] the authors developed an emergency management system using a KB constructed from domain expertise. In general, the design of a knowledge model is based on a sequence of refinement steps, starting from a general valid reasoning method capable of meeting the goals of the target application [9]. Some applications of frame-based systems are emergency systems, machine translation, biomedicine, health care, probabilistic dialog systems, banking expert systems, natural language processing, question answering, information extraction/retrieval, classification, machine learning, robotics [2].
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